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a b s t r a c t

The advantage of ensemble methods over single methods is their ability to correct the errors of
individual ensemble members and thereby improve the overall ensemble performance. This paper
explores the relation between ensemble diversity and noise detection performance in the context of
ensemble-based class noise detection by studying different diversity measures on a range of hetero-
geneous noise detection ensembles. In the empirical analysis the majority and the consensus ensemble
voting schemes are studied. It is shown that increased diversity of ensembles using the majority voting
scheme does not lead to better noise detection performance and may even degrade the performance of
heterogeneous noise detection ensembles. On the other hand, for consensus-based noise detection
ensembles the results show that more diverse ensembles achieve higher precision of class noise
detection, whereas less diverse ensembles lead to higher recall of noise detection and higher F-scores.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

In data mining, the success of learning and knowledge dis-
covery from the data depends on various factors, including data
quality. The quality of real-life data is frequently degraded due to
errors and other data irregularities that are usually referred to as
noise. The presence of noise has adverse effects on the quality of
information retrieved from the data, models created from the data
and decisions made based on the data [1]. Given that identifying
noisy instances in the data and removing or correcting them
proved to be beneficial in various applications, noise identification
and filtering became an established area of machine learning and
data mining research [2].

Noise in the data manifests itself as attribute noise (errors or
unusual attribute values), class noise (wrong instance labels), or a
combination of both. Noise detection algorithms are designed to
identify erroneous data instances, which are typically found as
those deviating from the expected distribution or not following a
general pattern or model describing the data. Since every noise
detection approach may perform best on a certain domain or on a
certain type of noise, the overall noise detection performance can
be improved by using ensembles of noise detection algorithms.

Ensemble learning methods are algorithms that construct a set
of prediction models (an ensemble) and combine their outputs to
a single prediction [3]. Ensembles are typically used with the
purpose of improving the performance of simple base learning
methods. The strength of ensemble methods lies in their ability to
correct errors made by some of their members [4]. Therefore,
ensemble members have to be diverse in terms of the errors they
make, so that their combination can reduce the total prediction
error [5]. Ensembles with greater diversity among their members
tend to result in higher predictive accuracy [6].

Diversity among the members of an ensemble can be achieved
in different ways, resulting in homogeneous or heterogeneous
ensembles. On one hand, in homogeneous ensembles all ensemble
members use the same learning algorithm. Popular methods based
on boosting [7] and bagging [8], which construct homogeneous
ensembles, diversify ensemble members by training them on
differently selected subsets of the training data. Some approaches
prefer to use different parameter settings of algorithms in the
training phase to obtain different classifiers. Other approaches, like
the Random Forest algorithm [9], use different feature subsets for
training the base classifiers. On the other hand, heterogeneous
ensembles are constructed from different base algorithms. It was
shown that heterogeneous ensembles are more diverse [10] and
that they provide better results than homogeneous ensembles
[11]. Heterogeneous ensembles can be constructed by ensemble
selection [12–14] or ensemble pruning [15,16], or be used for meta-
learning called stacking [17,18]. Ensemble selection and ensemble
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pruning try to select the base classifiers by balancing the diversity
and the performance of the ensemble, while stacking constructs a
higher-level predictive model based on the predictions of the first-
level base models.

Various measures for assessing the diversity of classifiers have
been proposed in the literature [19,5,20,16,21]. The influence of
diversity on ensemble performance has been extensively explored
for classification problems by observing classification accuracy and
classification error rates [5,22–25]. Some studies observed a
positive correlation between diversity and classification accuracy
[6,26], whereas others doubted that diversity measures can be
used as means for improving classification performance [22,27].

In contrast with the above studies of the effects of ensemble
diversity on classification accuracy, this paper focuses on the
effects of ensemble diversity on the performance of explicit noise
detection, which can be used for data cleaning, improved data
understanding, and semi-supervised outlier identification, as stu-
died in [28–32]. In these tasks, the main goal is to achieve high
performance of explicit noise detection, rather than to increase the
classification accuracy of learning algorithms applied after the
noise filtering step. In the paper we explore the relation between
different diversity measures and the performance of explicit noise
detection, achieved by heterogeneous noise detection ensembles.

To the best of our knowledge, this is the first study that directly
addresses the relation between different diversity measures and
the performance of heterogeneous noise detection ensembles.
Note that ensemble-based approaches to noise detection found
in the literature recognize the diversity among ensemble members
as a requirement for good ensemble performance, however they
cope with ensemble diversity only indirectly. Commonly a hetero-
geneous set of presumably diverse approaches to noise detection
is used [32–36], or the diversity of noise identification models is
achieved by sampling of the training space and by random
selection of features [37–41], or a combination of both approaches
is adopted [42,43]. The reason for not explicitly measuring
ensemble diversity may lie in the absence of a uniformly accepted
definition of diversity. To fill this void, this work studies the
relation between different commonly used diversity measures
and the performance of various noise detection ensembles. In
further work, these results can be used as guidance in the
construction of noise detection ensembles.

The rest of the paper is structured as follows. Section 2
introduces the noise detection algorithms, the performance mea-
sures used in the evaluation of explicit noise detection, and the
measures used for measuring the diversity of ensembles of noise
detection algorithms. In Section 3 the aim of the paper is further
clarified by presenting the research hypothesis and the goals,
followed by the proposed methodology and experimental setting
used in evaluating the relation between ensemble diversity and
noise detection performance. The experimental results are pre-
sented in Section 4. The paper concludes in Section 5 with a
discussion of the obtained results and directions for further work.

2. Preliminaries

This section introduces the basic methods and measures
required for studying the relation between ensemble diversity
and noise detection performance. First, class noise detection is
described, second the performance measures for noise detection
evaluation are specified, and finally, a selection of commonly used
ensemble diversity measures is presented.

2.1. Noise detection

Class noise denotes errors in the labels assigned to data
instances. From a wide variety of noise handling techniques [2],
we chose a popular class noise detection approach proposed in
[33], which became to be later known as classification noise
filtering. This approach uses classification algorithms to identify
wrongly labeled data instances. It works in a k-fold cross-
validation manner, where in k repetitions k�1 folds of the dataset
are used for training of a classification algorithm and the com-
plementary fold is used for classifier validation. The instances that
are misclassified on the validation folds are identified as noisy. The
concept of classification noise filtering is illustrated in Fig. 1.

In the experiments we will investigate the performance of
heterogeneous ensembles of classification noise filters, employing
different learning algorithms as base classifiers for noise detection.
A noise detection ensemble E of size L is formed of a set of
algorithms fA1;…;ALg that are used for noise identification. The
individual classifiers can be combined to the final ensemble
prediction using different combination rules [19]. Predictions of
algorithms that return label outputs (like ‘noise’ and ‘non-noise’)
can be combined using different voting schemes. Two most
commonly used voting schemes for combining ensemble predic-
tions are the following.

� Majority (plurality) voting: If more than half of the algorithms Ai

from E identify an instance x as noisy, then the ensemble
declares it as noisy.

� Consensus (unitary) voting: If all the algorithms Ai from E
identify the instance x as noisy, then the ensemble declares it
as noisy.

Let function δ be 1 for ‘noisy’ labels and 0 otherwise. Then the
formal notation of the condition for noise identification of instance
x by ensemble E using the majority voting scheme can be written
as

PL
i ¼ 1 δðAiðxÞÞ4L=2, and using the consensus voting scheme asPL

i ¼ 1 δðAiðxÞÞ ¼ L.

2.2. Performance measures

Quantitative evaluation of noise detection methods requires to
know which are the noisy instances in a dataset. In real-life
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Fig. 1. Classification filtering using cross-validation. A and B are the class labels of instances in the test fold. The misclassified instances of A and B, denoted with n(A) and n
(B), present the noise detected by the classification filter.
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datasets this is achieved either by expert labeling or by random
injection of errors into a dataset. A basic measure to evaluate the
performance of noise detection is precision, defined as true
positives divided by all the predicted positives (i.e., the percentage
of correctly detected noisy instances among all the instances
identified as noisy by the noise detection algorithm):

Precision¼ number of true noisy instances detected
number of all instances identified as noisy

Another useful measure is recall, which is defined as true
positives divided by all the positives (i.e., the percentage of
correctly detected noisy instances among all the noisy instances
inserted into the dataset as random noise):

Recall¼ number of true noisy instances detected
number of all noisy instances in the dataset

To model a desired precision-recall tradeoff, the so-called F-
measure combining precision and recall is used. The formula for
computing the F-measure is the following:

Fβ ¼ ð1þβ2Þ Precision � Recall
β2PrecisionþRecall

ð1Þ

where for β¼ 1 we get the standard F-measure, also referred to as
the F1 score. By setting the β parameter, the user can assign more
importance to either precision or recall in the calculation of the F-
score.

2.3. Diversity measures

This section describes eleven diversity measures commonly
used in the literature. They were designed to measure the
difference in prediction errors made by the members of an
ensemble. If ensemble members are diverse in terms of the errors
they make, then their combination may reduce the total prediction
error. The majority of diversity measures were proposed in the
context of classification to indicate the diversity of an ensemble
according to its classification performance. Since noise detection
can be viewed as a classification problem of classifying instances
as noisy and non-noisy (or regular), we adopted the same diversity
measures as used for classification ensembles also for noise
detection ensembles. Two sets of measures are introduced: pair-
wise and global (non-pairwise) diversity measures.

2.3.1. Pairwise diversity measures
Pairwise diversity measures are computed for each pair of

classifiers or, in our case, noise detection algorithms from the set
of L predictors that are used. The resulting LðL�1Þ=2 pairwise
measures can be averaged to obtain an overall diversity value of
the employed ensemble. Pairwise diversity measures for two noise
detection algorithms Ai and Aj are calculated from the relative
amounts of agreement and disagreement between the correct and
incorrect predictions they make on a certain dataset. Table 1
shows the notation for the proportions of data instances in a
dataset that were classified: correctly by both algorithms (a),
correctly by Ai and incorrectly by Aj (b), incorrectly by Ai and
correctly by Aj (c), and incorrectly by both algorithms (d).

In our work we use the pairwise diversity measures presented
in [19], which are listed in Table 2. The last column in the table
shows which (absolute) values of the measure indicate greater
diversity.

Correlation coefficient (rho) is a measure of association between
two binary predictors, also referred to as Phi coefficient [44]. Yule's
Q statistic is a measure of association between the odds ratios of
the algorithms, which indicate how much the odds of one
algorithm making a correct (incorrect) prediction increase for
cases where the other algorithm makes a correct (incorrect)
prediction [45]. Pairwise Kappa (Kp) presents the ratio between
(i) the excess of the observed agreement over the agreement by
chance and (ii) the maximal excess over chance [44]. The two
simplest pairwise diversity measures are D and DF. The Disagree-
ment measure (D) is the most intuitive diversity measure as it
presents the proportion of data on which the two predictors
disagree. The Double Fault measure (DF) considers simultaneous
errors to be more informative for diversity than the case when
both predictors are correct [19].

2.3.2. Global diversity measures
Diversity measures that consider all predictors together and

directly produce a single diversity value of the ensemble are
referred to as global or non-pairwise measures. Let N be the
number of instances in the observed dataset D¼ fxigNi ¼ 0, and let
yi;jAf0;1g denote the correct or incorrect prediction of predictor Aj

for jAf1;…; Lg on data instance xi for iAf1;…;Ng. The number of
predictors that correctly recognize instance xi are Yi ¼

PL
j ¼ 1 yi;j.

We investigate the global diversity measures presented in Table 3.
Entropy measure (E), as proposed in [22], assumes the ensemble

to be most diverse when the number of correct (incorrect) member
prediction is equal to ⌊L=2c and the number of incorrect (correct)
predictions is equal to L�⌊L=2c, and least diverse when all predictions
are either correct or incorrect. In [22] the authors presented the KW

Table 1
The relationship among the predictions of two noise detection algorithms. The
values a; b; c and d represent relative amounts, hence it holds that aþbþcþd¼ 1.

Aj correct Aj incorrect

Ai correct a b
Ai incorrect c d

Table 2
Pairwise diversity measures.

Diversity measure Formula Greater diversity

Correlation coefficient (rho) ρi;j ¼ ad�bcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðaþbÞðcþdÞðaþ cÞðbþdÞ

p Smaller (↓)

Yule's Q statistic (Q) Qi;j ¼ ad�bc
adþbc

Smaller (↓)

Pairwise kappa ðKpÞa κi;j ¼ 2ðad�bcÞ
ðaþbÞðbþdÞþ ðaþ cÞðcþdÞ

Smaller (↓)

Disagreement (D) Di;j ¼ bþc Greater (↑)
Double Fault (DF) DFi;j ¼ d Greater (↑)

a Correct formula taken from Fleiss [44], which differs from the one referenced
in [19].

Table 3
Global diversity measures. Notation p stands for the average accuracy of all Aj, ajðxiÞ
is 1 if Aj disagrees with the majority of predictors and 0 otherwise, Nc is the number
of instances where the predictions of more than half of all Aj were correct, and
Nf ¼N�Nc is the number of instances where half or more of all Aj were incorrect
(false).

Diversity measure Formula Greater div.

Entropy measure (E) E¼ 1
N

2
L�1

PN
i ¼ 1 min Yið Þ; L�Yið Þ� � Greater (↑)

KW measure (KW) KW ¼ 1
NL2

PN
i ¼ 1 YiðL�YiÞ Greater (↑)

Interrater agreement (Knp)

κ¼ 1�
1
L
PN

i ¼ 1
Yi ðL�Yi Þ

NðL�1Þp ð1�p Þ

Smaller (↓)

Ambiguity (A) A ¼ 1
NL

PN
i ¼ 1

PL
j ¼ 1 ajðxiÞ Greater (↑)

‘Good’ diversity (Dg) Dg ¼ 1
NcL

P
Yi;j Z

Lþ 1
2
ðL�Yi;jÞ Greater (↑)

‘Bad’ diversity (Db) Db ¼ 1
Nf L

P
Yi;j o Lþ 1

2
Yi;j Greater (↑)
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measure as a modification of the Kohavi–Wolpert variance [46]. It
measures the variability of predictions of a set of predictors fA1;…;ALg
applied on a training set. The Interrater agreement measure (Knp)
measures the level of agreement among different predictors while
correcting for chance [19,44]. Ambiguity (A) measures the disagree-
ment between individual predictors and the majority of the predictors
over the given dataset [47]. “Good” Diversity (Dg) and “Bad Diversity”
(Db), proposed in [20], measure the disagreement between the
prediction of Aj and the ensemble's prediction, for jAf1;…; Lg: Dg

measures the disagreement on the data instances where the ensemble
is correct, and Db on the instances where the ensemble is incorrect.
Measures A, Dg and Db assume a majority voting ensemble being used
in their calculations.

3. Methodology

This section summarizes the aims of the paper, describes the
experimental setting, and proposes an approach for empirical
evaluation of the relation between ensemble diversity and noise
detection performance.

3.1. Research hypothesis and goals

The effect of ensemble diversity on classification accuracy was
extensively studied in the literature. In this paper the focus is
different, we explore how diversity is related to the performance
of ensembles for explicit noise detection. In this case, noise
detection is not merely a preprocessing step in the learning phase
of a potentially more accurate classification model, but is con-
sidered to be the main step in identifying noisy data instances for
the purposes of data cleaning, improved data understanding, or
semi-supervised outlier identification.

Our hypothesis is that ensemble diversity can be used as means
for guiding the construction of well performing noise detection
ensembles. More specifically, we want to show which diversity
measures are more likely to indicate that certain ensembles can
achieve higher noise recall or higher precision of noise detection.
To this end, the goals of the paper are as follows.

� Develop a methodology for exploring the relation between
ensemble diversity and noise detection performance.
(i) Set up a range of ensembles constructed from different

noise detection algorithms and evaluate their performance
on a set of datasets.

(ii) Select a list of ensemble diversity measures and compute
them for each ensemble.

(iii) Empirically measure the relation between the computed
ensemble diversity and the achieved noise detection perf-
ormance.

� Examine whether ensemble diversity relates better to the perfor-
mance of ensembles using the majority or the consensus voting
scheme, which can be used in practice for semi-supervised or
unsupervised noise detection, respectively.

3.2. Experimental setting

The experiments for empirically assessing the relation between
ensemble diversity and noise detection performance were designed as
follows. A total of 968 noise detection ensembles were used to detect
different amounts of randomly injected class noise in ten standard UCI
benchmark datasets. Their performance was evaluated in terms of
recall, precision and the F-measure, separately for themajority and the
consensus voting settings. The diversity of the ensembles was deter-
mined using the eleven diversity measures presented in Section 2.3.

The diversity and performance results obtained for all the ensembles
were used to calculate the correlation between the diversity and the
performance measures, as will be described in the next section. The
rest of this section provides details on the experimental setup in terms
of ensemble construction, dataset selection and data preprocessing.

3.3. Ensembles

The noise detection ensembles employed in the experiments were
constructed from different classification noise filters. This section
presents the learning algorithms employed by the classification noise
filters. A selection of ten learning algorithms was chosen from the
algorithms available in the data mining environments ORANGE

1 [48]
and WEKA

2 [49], as presented in Table 4. In the selection we tried to
include groups of learning algorithms that employ different
approaches to learning. From the ten classification filters that were
thereby obtained we constructed all possible combinations of 3–10
base predictors, i.e. ensembles of size 3–10, resulting in 968 different
noise detection ensembles (

P10
m ¼ 3

10
m ¼ 968). The ensembles were

used in two settings: using a majority and a consensus voting scheme.

3.4. Data

The diversity and noise detection performance of the constructed
ensembles was measured on ten standard benchmark datasets from
the UCI Machine Learning Repository [50]. In order to quantitatively
evaluate the noise detection performance of the ensembles, it is
required to know which instances in the datasets are noisy. Since this
information was not available for the datasets, class noise was
artificially introduced by switching labels of 5%, 10%, 15%, or 20%
randomly selected instances of each dataset. For each dataset and each
noise level the experiment was repeated ten times and the average
diversity and performance values were reported.

In the experiments, the performance of noise detection ensembles
is measured in terms of their ability to detect artificially injected noise.
However, the original datasets may themselves contain noisy
instances, which could be also detected as noisy by the ensembles.
Given that in the evaluation we only count the correctly identified
artificial noise, we have decided to make the datasets as “noiseless” as
possible, by first eliminating inherent noise from the data. Thus,
before introducing random noise, data cleaning was performed by a
consensus of all ten classification filters, used to identify and eliminate
the instances which are quite certainly noisy.

In data cleaning, the choice of the consensus filtering approach
was preferred over majority filtering for two reasons. It is known that
majority filtering may remove also many regular data instances,
whereas consensus filtering is more conservative: (i) it removes only
the instances for which we can be nearly certain that they represent
inherent noise of the original datasets, and thereby (ii) considerably
reduces the change of eliminating regular instances.

The selection of datasets is summarized in Table 5, where the
original numbers of instances as well as the numbers of instances
after the elimination of inherent noise in data cleaning are presented.

The cleaning of inherent noise resulted in the elimination of
about 1–5% of instances in half of the datasets, and less than 0.5%
of instances in the other datasets. It is interesting to note that even
in two artificial datasets (kr-vs-kp and tic-tac-toe) few instances (2
and 3, respectively) were identified as noise by all ten classifica-
tion noise filters. These instances are cases of tie game outcomes
and are difficult to be distinguished as win or no-win outcomes
(the two class labels used in the datasets). They are thus outliers or
borderline examples of the concepts presented in their datasets,

1 http://orange.biolab.si/
2 http://www.cs.waikato.ac.nz/ml/weka/
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and were eliminated, despite of being regular instances of the
datasets.

3.5. Relating diversity and performance

The goal of the study is to explore how the values of diversity
measures change over different noise detection ensembles, and
how these changes relate to the changes in noise detection
performance of the respective ensembles. Therefore, for each
ensemble Ej from the list fE1;…; EKg its diversity and performance
are computed, and the corresponding series of all the diversity
values is compared to the series of all the computed performance
values. The correlation between these two series provides a
measure of relation between ensemble diversity and noise detec-
tion performance. The formal definition of this experimental
approach is described below.

1. For each diversity measure Di, for iAf1;…;Mg, we calculate a
series of values di;j for jAf1;…;Kg, for the list of K evaluated
ensembles Ej (for illustration, the series of diversity values are
shown in Fig. 10 of the Appendix).

2. For noise detection performance measures precision, recall and
the F-measure, we calculate separate series fpjgKj ¼ 1, frjg

K
j ¼ 1 and

ff jgKj ¼ 1, for the corresponding K ensembles (illustrated in
Figs. 11 and 12 in the Appendix, for the majority and consensus
voting scheme, respectively).

3. The relation of changes in ensemble diversity to the changes in
performance can now be modeled by the correlation among
the M series SD ¼ ffdi;jgKj ¼ 1g

M

i ¼ 1
and the three series SP ¼

ffpjgKj ¼ 1; frjgKj ¼ 1; ff jg
K
j ¼ 1g.

4. For each pair of series ðfdi;jgKj ¼ 1; fsjgKj ¼ 1Þ from the SD � SP , the
Spearman's rank correlation coefficient [51] is calculated as

ρi;s ¼
PK

j ¼ 1ðd0i;j�d0i Þðs0j�s 0ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
j ¼ 1 ðd0i;j�d0i Þ2

PK
j ¼ 1 ðs0j�s0 Þ2

q ;

where d0i;j and s0j denote the ranks of values di;j and sj in their
respective series, and the notations d

0
i and s 0 stand for the

average (arithmetic mean) ranks in the series.

The Spearman's rank correlations coefficient is basically the
Pearson's correlation coefficient [52] calculated on the ranks of the
values in the series. We chose to use this transformation as it enables
us to measure the more general monotone relationship between the
two series, rather than measuring only the linear relationship.

4. Results

To evaluate ensemble diversity with regard to their class noise
detection performance, we obtained eleven series of values for the
given diversity measures (introduced in Section 2.2), and six series
of values for the performance measures: three (precision, recall
and F) for each of the two voting schemes (majority and con-
sensus). These series show the changes of diversity and noise
detection performance over the set of 968 evaluated ensembles.

To assess the relation between diversity and performance of noise
detection ensembles, we calculated the Spearman's correlation coeffi-
cients (as described in Section 3.5) for all pairs of one diversity
measure and one performance measure, separately for each of the
two voting schemes. The average correlations3 between the values of
diversity measures and performance measures, calculated on ten
datasets with four different levels of injected class noise, are presented
in Fig. 2. The correlation results over all datasets for separate noise
levels (5%, 10%, 15% and 20%) are presented in the Appendix in Figs. 13,
14, 15 and 16, respectively.

The figures present the magnitude and the orientation (sign) of
the correlations between diversity measures and performance
measures. The results, averaged over all noise levels and shown
in Fig. 2, can now be interpreted for each of the two voting
schemes.

� Noise detection results obtained by majority voting (shown on
the left hand side in Fig. 2) are on average weakly negatively
correlated with the results of diversity measures. For most
relations the results show (very) weak negative correlations
lower than 0.4. Moderate negative correlation is observed for
the DF measure with all the performance measures, for D, E and
Dg with noise recall, and for Db with the precision of noise
detection. Weak positive correlation is observed only between
Db and noise recall. The relatively high standard deviations
show that the correlations are also very domain dependent, but
not noise-level dependent, as they are very similar for all the
noise levels. Generally the results for ensemble-based noise
detection using majority voting imply, although weakly, that
the noise detection ensembles used in our experiments achieve
higher noise detection performance when they are less diverse,
i.e., when member predictions are more similar.

� In the case of the consensus voting scheme for class noise
identification (shown on the right hand side of Fig. 2), the
correlations between the diversity measures and noise detec-
tion performance are significantly higher. Over all diversity
measures, except DF and E, the same pattern can be observed
that a diversity measure is inversely correlated with recall and
precision, e.g., Db is negatively correlated with recall and
positively correlated with precision. The same holds for preci-
sion and the F-score. Very strong negative correlations with
noise detection performance can be observed for KW, A and Dg

with recall and with the F-score. On the other hand, moderately

Table 4
Learning algorithms from ORANGE [48] and WEKA [49] used for classification noise
filtering.

ORANGE WEKA

CN2 (rule learner) J48 (decision tree learner)
kNN (nearest neighbor) JRip
Naïve Bayes Multilayer perceptron
Random forest Random tree
SVM SMO

Table 5
UCI datasets [50] used in the experiments.

Dataset Instances After cleaning Attributes

breast-cancer-wisconsin 683 677 (99.1%) 9
credit 690 666 (96.5%) 15
diabetes 768 727 (94.7%) 8
ionosphere 351 348 (99.1%) 32
kr-vs-kp 3196 3194 (99.9%) 36
sick 3772 3767 (99.9%) 29
sonar 208 208 (100%) 60
spambase 4601 4563 (99.2%) 57
tic-tac-toe 958 955 (99.7%) 9
voting 435 429 (98.6%) 16

3 Note that for four diversity measures—Correlation (rho), Q statistic (Q), Pairwise
kappa (Kp), and Interrater agreement (Knp)—the calculated correlation coefficients
were multiplied by �1 in order to avoid potential misinterpretation of the obtained
results. The reason is that while typically higher values of diversity measures mean
higher diversity, the opposite is true for these four measures, where lower values
indicate higher diversity.
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positive correlation for Db and KW with precision can be
observed. It is interesting to note that diversity measures A,
DG and Db, which achieve high (absolute) correlations with
consensus-based noise detection, assume the use of a majority
voting scheme in the calculation of the diversity value. Addi-
tionally, it is encouraging to notice that the highest correlations
are accompanied by relatively lower standard deviations,
except for the F-measure where the high standard deviations
are due to significantly lower correlation results at noise level
5% (see Fig. 13 in the Appendix).

For the majority voting scheme, the above results may seem
counter-intuitive, while for the consensus voting scheme the
results can easily be explained. As for the latter, reaching con-
sensus of diverse classifiers is hard, but when a consensus of a very
heterogeneous classifier is reached, one can trust that the detected
noisy instances indeed represent noise in the data (which is
reflected in high precision of noise detection). This explains the
high correlation between diversity and performance (precision)
for the consensus voting scheme. On the other hand, the diversity
property is not so important in the much less restrictive majority
voting scheme. Consider an illustrative example for the majority
voting case. Suppose that an ensemble consists of 7 classifiers—4
diverse and 3 very similar—and that an instance is identified as
noisy by 4 votes out of 7 votes. Given that the ensemble includes
three similar classifiers, its diversity will not be evaluated as high,
even though the correctly identified noisy instance might have
been identified by the four diverse classifiers. As shown in this
example, the overall diversity of the ensemble may not reflect the
nature of the subset of classifiers which have identified the
instance as noisy in the majority voting scheme, whereas in the
consensus voting scheme the ensemble diversity measure indeed
reflects the nature of the set of all classifiers that have identified
the instance as noisy.

In Fig. 2, the absolute correlations between ensemble diversity
and noise detection performance range from weak and moderate
(0.3–0.5) for the majority voting setting, to strong and very strong
(0.7–0.9) for the consensus voting setting. Therefore we wanted to
test whether there are any statistically significant differences
among the correlations of the diversity measures with a certain
performance measure. To this end, we used the Friedman test
(α¼ 0:05) with the Nemenyi post hoc test, which can be used for
comparing the performance of several algorithms over multiple
datasets, as suggested in [53]. The test compares the average ranks
of the algorithms (i.e., diversity measures achieving a correlation
with a certain performance measure) over all experimental

datasets. The results of this statistical test can be visualized by
the critical difference (CD) diagrams, also suggested in [53].

Statistical differences between the correlations of diversity mea-
sures with a certain performance measure are presented in Figs. 3–5
for the majority voting setting, and in Figs. 6–8 for the consensus
voting setting. The CD diagrams show the average ranks of the
absolute correlation results for the different diversity measures with
a given performance measure achieved over all experimental datasets.
The critical difference (CD) indicates the difference in ranks that has to
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Fig. 2. Average correlations between diversity measures and noise detection performance over ten experimental datasets at all four levels of injected class noise. Results
presented for ensembles used in the majority (left) and consensus (right) voting scheme. Note that, for sample size n¼968 and significance level α¼ 0:05, correlation values
jρj40:06 are statistically significant according to the Student's t-test.

Fig. 3. CD diagram for the correlations of diversity measures with recall in the
majority voting setting. Note that unlike other measures Db is positively correlated
with recall.

Fig. 4. CD diagram for the correlations of diversity measures with precision in the
majority voting setting.
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be exceeded in order to be statistically significantly different. If the
difference of average ranks of two correlation results is smaller than
the value of CD, then they are—according to this test—not statistically
significantly different (such an outcome is shown by a thick black line
connection in the diagram).

The results of statistical significance have to be interpreted
together with the results from Fig. 2 showing the magnitude of the
correlations. For example, consider the CD diagram for the
majority voting setting for the correlations of diversity measures
with recall presented in Fig. 3. The Emeasure is on average the one
which most often achieves the highest (absolute) correlation with
recall (average rank 2.3). However, it is not statistically signifi-
cantly different from the correlations with recall observed for Dg,
DF and A. But it is statistically significantly different from the
correlations for the other seven measures. In this sense the CD
diagrams enable us to see the statistical significance of the
observed correlations, as well as the average ranks of correlations
achieved for a pair of a diversity measure and a performance
measure in the experimental evaluation. The CD diagrams for all
the performance measures in both voting settings show the same
order of most highly correlated pairs as in Fig. 2, but provide an
additional perspective when selecting a diversity measure that
would be most likely to indicate which ensemble would achieve
good noise detection performance.

The correlation analysis experiments provide promising results
regarding the relation between the diversity of ensembles and
their noise detection performance. However, the question remains
whether the relation is sufficiently indicative to be used for
selecting best performing noise detection ensembles. In our
attempt to answer this question we have examined the overlap

between the best performing noise detection ensembles and the
most diverse or most non-diverse ensembles as suggested by the
prevailing sign of correlations between diversity measures and the
observed performance measure. This was achieved by measuring
the overlap with the so-called precision at k method [54], a
commonly used metric in recommender systems, which is in our
case calculated as follows.

1. Make a list lP of all ensembles sorted according to their
performance measure P from best to worst.

2. Make another list lD of all ensembles sorted either:
(a) from their highest to their lowest diversity values if most

diversity measures are positively correlated with perfor-
mance measure P, or

(b) from their lowest to their highest diversity values if most
diversity measures are negatively correlated with perfor-
mance measure P.

3. Compare the top k elements of the lists lP and lD for
kAf1;…;968g and return the relative size of the overlap
rðkÞ ¼ j lPðkÞ⋂lDðkÞj=k.

This was calculated for all pairs of one performance measure
and one diversity measure. Note that in our case the lists lD were
ordered according to 2(b) for both voting settings and all perfor-
mance measures, except for precision in the consensus voting
setting where positive correlation between diversity and perfor-
mance was observed. The changes in relative overlaps for recall,
precision and the F-measure in the case of majority-based and
consensus-based noise detection on data with 10% class noise are
presented in Fig. 9.

Fig. 5. CD diagram for the correlations of diversity measures with the F-measure in
the majority voting setting.

Fig. 6. CD diagram for the correlations of diversity measures with recall in the
consensus voting setting.

Fig. 7. CD diagram for the correlations of diversity measures with precision in the
consensus voting setting. Note that unlike other measures DF is negatively correlated
with precision.

Fig. 8. CD diagram for the correlations of diversity measures with the F-measure in
the consensus voting setting.
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The dashed diagonal in the charts of Fig. 9 indicates the average
expected overlap between two unsorted or randomly ordered lists.
In terms of correlation the dashed diagonal can be interpreted as a

curve showing no correlation between the noise detection perfor-
mance and the diversity of an ensemble. According to the
decreasing or increasing ordering of lD, high positive or high

Fig. 9. Relative overlaps r(k) between top k ensembles in terms of performance values and diversity values for the majority and consensus voting setting.
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negative correlation between performance and diversity results in
curves above the diagonal, whereas curves below the diagonal
indicate the reverse correlation according to the way in which the
lists lD were ordered. Curves that are close to the diagonal for all
values of k indicate low or no correlation.

Compared to the presentation of correlation coefficients in
Fig. 2, the advantage of overlap visualization is that it enables to
identify interval(s) where the performance and diversity measures
are more related. For example, in Fig. 9(f) the highest F-scores are
tightly related to the lowest diversity values of the KW measure,
Ambiguity A and the Disagreement measure D, as these top
performance and lowest diversity results were obtained by almost
the same ensembles (90%). However for k4200 the relation
between the performance and these diversity measures decreases.
In other words, among the ensembles achieving the highest F-
scores is also a great majority of ensembles with the lowest
diversity values, however for lower performance and higher
diversity values this relation becomes weaker.

The results in charts (a)–(c) of Fig. 9 show that although some
diversity measures are weakly negatively correlated with the noise
detection performance of majority voting ensembles, the informa-
tion about ensembles’ diversity cannot be effectively used for
identifying the best performing noise detection ensembles. Never-
theless, best choices of an indicative diversity measure may be the
following. To achieve high recall, high Db values may be most
informative from a certain point on (chart (a) for k4100); to
achieve high precision, following the lowest DF values would be
likely to result in the discovery of 40–50% of most precise noise
detection ensembles (chart (b) for 50oko250); and to achieve
high F-scores, lowest DF values are even less likely to capture a
reasonable amount of best F-score achieving ensembles (chart (c)).

On the other hand, when using consensus voting ensembles, as
presented in charts (d)–(f) of Fig. 9, several diversity measures may be
used to select a large part of noise detection ensembles achieving high
noise recall and high F-scores. The ensembles achieving best recall can
be identified by following the lowest diversity values of measures KW,
A and Dg, namely 80–90% overlap among the 50 top-ranked ensem-
bles (chart (d)). Also for the F-measure, following the ordering of
ensembles with lowest values of KW, A and D results in 80–95%
overlap for 100oko200 (chart (e)). In terms of precision, the Db

measure offers the most promising (almost 50%) chance of encounter-
ing most precise noise detection ensembles if following the lead of
highest Db values (chart (f)).

5. Conclusions

This paper presents a study in ensemble-based class noise
detection. It investigates the relation between the diversity of
heterogeneous ensembles of noise detection algorithms and their
class noise detection performance, with the hypothesis that
ensemble diversity may be used as guidance for selection of well
performing noise detection ensembles.

The relation between ensemble diversity and noise detection
performance was assessed empirically through the correlations
among the series of diversity values and performance values
obtained for all the evaluated ensembles on a number of UCI
datasets with different levels of randomly injected class noise. The
hypothesis that ensemble diversity may be used as guidance for
selection of well performing noise detection ensembles was
experimentally tested in two different settings of ensemble-
based noise detection, using the majority voting scheme and the
consensus voting scheme. The results are summarized for both
settings, showing that the hypothesis was confirmed only when
using the consensus voting scheme.

We first summarize the negative results for the majority voting
setting. Noise detection ensembles using the majority voting scheme
are known to achieve high recall of noisy instances, but typically
falsely identify a lot of regular instances as noisy. Therefore the
majority voting scheme is in practice well suited for expert-guided
noise detection where high recall of irregular data instances is more
important than high noise detection precision. The experimental
results show that in the case of ensemble-based class noise detection
using majority voting, ensemble diversity does not positively corre-
late with noise detection performance: all the diversity measures
agree that less diverse ensembles lead to better noise detection
performance.4 Additional experiments showed that even the highest
correlations between diversity values and noise detection perfor-
mance in the majority voting scheme provide only little guidance in
selecting well performing noise detection ensembles.

In contrast to majority voting ensembles, noise detection ensembles
that use a consensus voting scheme tend to be very precise in finding
noise, but typically their noise recall is not as good, leaving more noisy
instances undetected. Consensus-based ensembles are suitable for
unsupervised noise detection in use cases where only the most
significant noise should be removed and where the detection of false
noise should be avoided. The experiment with consensus voting
ensembles showed significantly higher correlations between ensemble
diversity and noise detection performance. The results show that more
diverse ensembles tend to achieve higher precision of class noise
detection, whereas less diverse ensembles tend to achieve higher recall
of noise detection and higher F-scores. Taking this into account, we
have shown that selected diversity measures can be used as guidance
for choosing well performing noise detection ensembles using the
consensus voting scheme, given that the KWmeasure and Ambiguity A
are strongly correlated with noise recall and the F-measure, and the
‘Bad’ diversity measure with the precision of noise detection.

In future work, we plan to implement all the analytical methods
presented in this paper into an open source data mining platform. This
will enable public accessibility and reuse of the presented analytic
process for assessing the diversity and the performance of noise
detection ensembles, as well as the relation between them. Moreover,
we plan to explore the relation of ensemble diversity and noise
detection performance in voting schemes that span the gap between
majority and consensus voting. This idea is motivated by the success
of homogeneous noise filtering ensembles using a new ‘high-agree-
ment’ voting scheme implemented in the recently developed High-
Agreement Random Forest noise filtering ensemble [32]. By extending
the range of voting schemes and evaluation domains we hope to
further contribute to the art of selecting best performing noise
detection ensembles.

Acknowledgments

This work was supported in part by the European Commission
under the FP7 project MULTIPLEX (Foundational Research on
MULTIlevel comPLEX networks and systems, Grant no. 317532),
and by the Slovenian Research Agency programme Knowledge
Technologies (Grant no. P2-103).

Appendix

This section includes two types of addition figures. First, are the
figures illustrating the series of diversity and performance values
used in the computation of correlation between ensemble

4 Except in the case of the ‘Bad’ diversity Db measure, where a weak tendency is
observed that according to this measure more diverse ensembles achieve higher
recall.
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Fig. 10. Averages of 11 diversity measures on 968 ensembles over ten datasets.

Fig. 11. Average performance of 968 ensembles with majority voting over ten datasets.

Fig. 12. Average performance of 968 ensembles with consensus voting over ten datasets.
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Fig. 13. Average correlations of diversity vs. performance on data with 5% class noise.
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diversity measures and noise detection performance. Second, are
the Figs. 13, 14, 15 and 16 of correlation results between diversity
and performance measures on all datasets at separate noise levels
5%, 10%, 15% and 20%, respectively.

Figs. 10–12 present the average diversities and performances of
the 968 ensembles using the majority and consensus schemes,
achieved on ten datasets with 10% class noise. This specific noise
level was selected just to show the movement of the series of
diversity values and series of performance values that will be used
to measure the relation among ensemble diversity and noise
detection performance. As the behavior of the series at other
noise levels is similar, their presentation was skipped. In the
figures the noise detection ensembles are grouped by their size
and ordered according to the joint of their members’ names. For

ease of presentation were the ensemble names in the figures
encoded as “Ens-‘ensemble size’-‘sequential number’”.
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Fig. 14. Average correlations of diversity vs. performance on data with 10% class noise.
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Fig. 15. Average correlations of diversity vs. performance on data with 15% class noise.
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Fig. 16. Average correlations of diversity vs. performance on data with 20% class noise.
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